CFD simulations of electric motor end ring cooling for improved thermal management
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Abstract. Proper thermal management of an electric motor for vehicle applications extends its operating range. One cooling approach is to impinge Automatic Transmission Fluid (ATF) onto the rotor end ring. Increased ATF coverage correlates to enhanced heat transfer. Computational Fluid Dynamics (CFD) analytical tools provide a mechanism to assess motor thermal management prior to hardware fabrication. The complexity of the fluid flow (e.g., jet atomization, interface tracking, wall impingement) and heat transfer makes these simulations challenging. Computational costs are high when solving these flows on high-speed rotating meshes. Typically, a Volume-of-Fluid (VOF) technique (i.e., two-fluid system) is used to resolve ATF dynamics within this rotating framework. Suitable numerical resolution of the relevant physics for thin films under strong inertial forces at high rotor speeds is computationally expensive, further increasing the run times. In this work, a numerical study of rotor-ring cooling by ATF is presented using a patent automated Cartesian cut-cell based method coupled with Automatic Mesh Refinement (AMR). This approach automatically creates the Cartesian mesh on-the-fly and can effectively handle complex rotating geometries by adaptively refining the mesh based on local gradients in the flow field which results in better resolution of the air-ATF interface. A Single non-inertial Reference Frame (SRF) approach is used to account for the rotating geometry and to further improve the overall computational efficiency. Quasi-steady state conditions are targeted in the analysis of the results. Important physics such as ATF jet structure, velocity detail near the air-jet interface, ATF coverage/accumulation on the ring surface, and cooling capacity are presented for a low-resolution Reynolds averaged Navier-Stokes (RANS), high-resolution RANS, and high-resolution Large-Eddy Simulation (LES) models. Computations are scaled over hundreds of cores on a supercomputer to maximize turnaround time. Each numerical approach is shown to capture the general trajectory of the oil jet prior to surface impingement. The high-resolution LES simulation, however, is superior in capturing small scale details and heat transfer between the free jet and surrounding air.
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1 Introduction

Even though automotive Original Equipment Manufacturers (OEMs) and suppliers have invested in novel combustion and aftertreatment strategies to reduce tailpipe and Greenhouse Gas (GHG) emissions of light-duty transportation vehicles [1–4], many of these advanced combustion and emissions strategies have not significantly proliferated into global vehicle fleets. Barriers include, but are not limited to, higher costs and complex control strategies when compared to vehicle fuel economy gains. Therefore, many OEMs are increasingly investing in alternative pathways and shifting away from traditional fossil fuel powertrains to electrified propulsion systems.

Battery Electric Vehicles (BEVs) offer the potential of an environmentally sustainable transportation infrastructure with zero tailpipe vehicle emissions. GHG reductions can be achieved if electricity is generated renewably (e.g., solar, wind, thermal). In these vehicles, the Internal Combustion Engine (ICE) and fuel tank are replaced by an electric traction motor and battery. Electricity from the electrical grid is stored in the battery with lithium ion
Table 1. Comparison of magnet material properties [6].

<table>
<thead>
<tr>
<th></th>
<th>Ferrite</th>
<th>NdFeB</th>
<th>SmCo</th>
<th>AlNiCo</th>
</tr>
</thead>
<tbody>
<tr>
<td>(BH)(_{\text{max}}) (kJ/m(^3))</td>
<td>10...35</td>
<td>200...400</td>
<td>150...230</td>
<td>35...60</td>
</tr>
<tr>
<td>(T_{\text{max}}) (°C)</td>
<td>225</td>
<td>150...230</td>
<td>250</td>
<td>450</td>
</tr>
<tr>
<td>(zB_r) ( %/K)</td>
<td>-0.2</td>
<td>-0.15...-0.08</td>
<td>-0.06...-0.02</td>
<td>-0.03</td>
</tr>
<tr>
<td>(zH_c) ( %/K)</td>
<td>0.2...0.5</td>
<td>-0.6...-0.4</td>
<td>-0.4...-0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

being the most common for vehicle applications. The amount of stored electrical energy is proportional to the size and energy density of the battery pack. BEVs work synergistically with other automotive megatrends such as energy security, shared mobility, and autonomous vehicles.

BEVs have huge growth potential in the marketplace; however, several technical challenges exist that limit performance and increase cost. Improvements in energy density of lithium-ion battery packs have garnered considerable attention. Of equal importance is the durability and performance of the traction motor. Interior Permanent Magnetic (IPM) motors with NdFeB magnets are a common choice for BEVs due to their relatively high torque density, high Constant Power Speed Ratio (CPSR), and high efficiency [5]. The heat generation mechanism in electric traction motor includes (1) iron loss (or core loss) in the motor core such as hysteresis loss and eddy current loss; (2) copper loss in the winding due to Ohmic heating; (3) mechanics loss such as friction between shaft and bearing and windage loss due to the air drag. These generated heat during motor operation can cause considerable overheating on crucial components and poor thermal management degrades IPM performance. Irreversible demagnetization of the NdFeB magnets occurs if temperatures exceed material thresholds. Regulating the permanent magnet temperature is critical to IPMs. Table 1 shows a comparison of magnet material properties of four permanent magnets (Ferrite, NdFeB, SmCo and AlNiCo) with respect to magnetic strength, (BH)\(_{\text{max}}\) maximum use temperature, \(T_{\text{max}}\) temperature coefficient for remanent flux density, \(zB_r\), and temperature coefficient for coercive field strength, \(zH_c\) [6]. Property ranges reported in the table span proportions of the constituent components of each magnet. NdFeB has the highest magnetic strength when compared to the other magnet materials, reinforcing its popularity for vehicle applications. On the other hand, NdFeB has the lowest maximum temperature limit making it vulnerable to demagnetization if not properly cooled.

For optimal performance, IPM magnets must be cooled within a proper temperature range to avoid irreversible damage [5]. In the marketplace, demagnetization limits the duty cycle of the motor and can limit performance. OEMs must use available toolsets to design proper thermal management systems to transport heat from the motor to the cooling fluid. The stator winding end-turns are a major source of heat generation and a significant contributor to copper losses. In practice, Automatic Transmission Fluid (ATF) is typically used as a coolant. Often ATF is both trickled over the winding end-turns of the stator and slung onto the end-turns from the rotor end cap. As motor designs are becoming more compact with high power density, proper cooling of the stator winding end-turns is increasingly more challenging [7].

Analytical toolsets are key enablers in the development of advanced thermal management systems for IPM motors. Proper motor cooling characterization involves quantifying the temperature of the stator winding end-turns, the coverage area of the ATF on the rotor end-cap, and the impingement of the ATF on the stator winding end-turns, which are crucial to accurately predict the winding end-turn cooling. For example, Figure 1 illustrates the stator winding end-turns and rotor end cap for a typical traction motor. A photo of a vehicle motor unit is shown on the left side of the figure, and the corresponding Computational Fluid Dynamics (CFD) predictions of the ATF film coverage on the rotor end cap is shown on the right. Quantifying the temperature and coolant coverage on the rotating rotor end cap is a challenge. Therefore, analytical toolsets relying on high-fidelity CFD simulations are becoming increasingly important. These tools can model coolant coverage on the end ring and predict heat transfer characteristics of prototype concepts prior to hardware fabrication; hence streamlining the design process. These simulations, however, are computationally intensive, requiring long runtimes due to large cell counts and small time steps to ensure accuracy.

In practice, product developers need to simulate coolant coverage at rotor speeds (i.e., revolutions per minute, rpm) spanning two orders of magnitude (e.g., 100 to 20,000 + rpm) over multiple rotor revolutions for “near steady” results. Computational meshes are typically 10–30 million cells and time steps can be less than 1 ms. For example, Srinivasan et al. [8] have simulated a rotor end cap for both the crown and weld sides of an electric motor using a VOF approach. To improve the liquid-air interface capturing, a predefined mesh is refined in the vicinity of the oil flow. The analysis is shown to capture the ATF coverage on the end ring for two rotor speeds. The study, however, is limited to a Reynolds averaged Navier-Stokes (RANS) \(k-\varepsilon\) model to account for turbulence. The evolution of the initial jet and oil coverage is sensitive to the turbulence modelling approach [9]. In this study, we present a comparison of three numerical approaches (e.g., “low-resolution” RANS, “high-resolution” RANS, and “high-resolution” Large-Eddy Simulation (LES)) to simulate the cooling of a motor end-cap by ATF. Each case utilizes an automated Cartesian cut-cell based method coupled with Automatic Mesh Refinement (AMR) to handle the complex rotating geometry by adaptively refining the mesh based on local gradients in the flow field to resolve the air-ATF interface. A Single non-inertial Reference Frame (SRF) setup is
used to account for the rotating geometry effect and to further improve the grid and overall computational efficiency. The low-resolution RANS simulation has a maximum of 3 million cells and is indicative of a common procedure to predict the liquid jet penetration at the fastest run time. The high-resolution RANS simulation has a maximum of 10 million cells to improve interface tracking which in turn leads to better ATF film coverage and heat transfer predictions. Finally, the high-resolution LES simulation has a maximum of 23 million cells for improved modelling of the initial jet breakup and subsequent wall impingement. All simulations are run to a quasi-steady state condition starting from a uniform quiescent condition. The high-resolution RANS/LES computations are initialized from a near steady low-resolution RANS flow field. Important physics such as ATF jet structure, velocity and vortex detail near the jet, and the ATF coverage/accumulation on the ring surface are reported.

2 Numerical model

The CONVERGE [10] code is used to solve a finite volume scheme based on the Cartesian cut-cell method originally proposed by Senecal et al. (2007) [11]. The governing momentum, energy, and turbulence transport equations are solved using a SIMPLE-like scheme on a collocated structured Cartesian cut-cell mesh. In this approach, the Cartesian cell is cut by the wall. In order to achieve good cell aspect ratio neighboring the wall, slender cells are merged with nearby full cells (cell pairing) based on a defined criterion. In this study a threshold of 0.3 was used, which means that if a cut-cell has a volume ratio of 0.3 to its neighbor cell, then these two cells will be merged. The cell pairing scheme is also found to improve numerical stability when used in conjunction with the good orthogonality of the interior Cartesian cells. Automatic variable time step control based on Courant–Friedrichs–Lewy (CFL) numbers is utilized. Message Passing Interface (MPI) and shared memory are used for a parallel run. Automatic Mesh Refinement (AMR) adaptively refines the mesh based on local sub-grid scale variations of velocity, temperature, and void fraction (defined as gas volume fraction in the code) without foreknowledge of the evolving flow field [12]. Cells are only added when necessary, which reduces the overall simulation run time.

The first equation solved is the pressure/momentum correction/update. The solution algorithm is implemented within the main iteration loop until a specified convergence tolerance is satisfied. Then the temperature and turbulence transport equations are solved outside the main loop. To account for the multiphase flow physics, the Volume of Fluid (VOF) multiphase model (which is an Eulerian–Eulerian approach) is used for the ATF jet dynamics and heat transfer, with the gas volume fraction (or void fraction) $\alpha$ is defined as:

$$\alpha = \frac{\text{Volume of gas}}{\text{Volume of gas} + \text{Volume of liquid}}. \quad (1)$$

And the transport equation for void fraction is defined as:

$$\frac{\partial \alpha}{\partial t} + u \cdot \nabla \alpha = 0. \quad (2)$$

High Resolution Interface Capturing (HRIC) is utilized to blend upwind and downwind schemes for the convective term to balance resolution of the interface with numerical stability [13]. There are three steps to model the interfacial flux reconstruction. For the first step, the flux constructing scheme continuously monitors first order upwinding, first order downwinding, and second order upwinding based on the normalized cell face scalar values. Next, the angle between the interface normal directions relative to the cell normal direction is computed for each scheme. Upwind differencing is applied to the largest angles to avoid unphysical alignment of the interface with the mesh. A blending factor is used to smoothly transition between the downwind and upwind schemes. Here, more first order upwinding leads to better stability. Finally, a time step defined by the convective CFL number is determined. In this work, the max convective CFL number is set to be 0.5. To avoid the common checker-boarding issue for collocated cells, the scheme from Rhie and Chow [14] is used for pressure-velocity coupling.

RANS and LES approaches are applied to model turbulence effects. RANS approaches often provide a decent balance between numerical stability and low computational cost. This study uses the Shear Stress Transport (SST-k-Omega) RANS model [15]. The transport equations

Fig. 1. Illustration of stator winding end-turns and rotor end cap for a typical traction motor.
are solved by Successive Over-Relaxation (SOR) algorithm. At the wall boundary, enhanced law-of-the-wall models are used for the velocity/temperature solution for the first layer of cells. For the LES computations, a zero-equation dynamic Smagorinsky model [16] is used with the Wenger–Werner wall model for the near wall treatment when $y^+$ is greater than 1. Standard model constants are used for all computations.

3 Computational setup

The geometry studied is a rotor end ring from a full-sized electric motor shown in Figure 2. The ATF oil enters via two drilled holes through the rotor shaft. The oil enters the shaft at a temperature of 363 K, is slung from two holes into the end ring region, and subsequently impinges on the ring surfaces. The end ring is directly exposed to the ambient air environment. The geometry is rotating at a constant speed of 8000 rpm. Both the gas and liquid phases are treated as incompressible. The constant liquid properties are as follows: density of 793 kg/m³, thermal conductivity of 0.139 W/m K, specific heat of 2037 J/Kg K, and viscosity of 5.83e-3 Pa s. The gas phase (air) density is 0.91 kg/m³ based on a reference pressure of 1 atm and temperature of 380 K.

For the inlet boundary condition, the ATF inflow is specified with a constant mass flow of 0.017 kg/s at 363 K which corresponds to 1.56 m/s of mean velocity for each nozzle (defined as the superficial velocity of the ATF in the pipe). The outflow boundary is connected to the ambient. It is prescribed with a constant pressure of 1 atm and zero normal gradient for backflow. The conjugate heat transfer between the solid and the fluid is not considered. The inner walls of the domain (shaft) have a specified wall temperature of 363 K which is the “cold” oil temperature at injection. The outer walls (nozzle and ring) have a wall temperature of 423 K (highest temperature in the domain), which is representative of a warmed-up operating condition. A Single non-inertial Reference Frame (SRF) is used to model the full domain. All wall boundaries rotate at the same speed.

Simulations are carried out on the Theta supercomputer using CONVERGE version 3.0. The LES results are compared to more affordable RANS simulations to highlight the influence of grid resolution and numerical approach on ATF surface coverage and resulting heat flux. Representative mesh topologies and numbers are shown in Figure 3 and Table 2. For the high-resolution LES computations, the base cell size is 1.5 mm and the minimum grid is smaller than 0.1 mm resulting in a total cell count is 23 million. The liquid–gas interface for the outer domain is refined using AMR based on the curvature of the void fraction field, which the inner domain (shaft and nozzle) is refined with fixed, highest level of refinement. The high-resolution RANS simulation has the same base and minimum cell sizes as the LES computations but using a higher AMR threshold that reduces the total cell count to 10 million. The low-resolution RANS case has higher minimum and base cell sizes compared to the high-resolution simulations limiting the total cell count to 3 million.

4 Results

4.1 Mesh resolution study

An accurate solution for the jet/film dynamics and heat transfer is heavily dependent on the underlying mesh to resolve the initial jet disintegration, droplet breakup, and eventual ATF impingement on the ring surface. Additionally, a sufficiently fine resolution is required for LES to reduce the sub-grid scale error and to improve the accuracy of near wall predictions. A grid sensitivity study is necessary to verify the chosen LES grid resolution minimizes numerical errors that will confound physical understanding.

A simplified “half” end cap rotor geometry (180 degrees with respect to one nozzle) was used to study the mesh resolution effect for the high-resolution LES setup at reduced computational expense. The weight balancing holes were neglected in the model setup. The same grid control strategy in Figure 3c is used for consistency. The minimum cell size ranges between 20 µm and 220 µm with corresponding $y^+$ values spanning from 1.5 to 11. The ring surface film temperatures for the various grid resolutions are shown in Figure 4. An approximate grid-independent solution is achieved with a minimum resolution less than 70 µm. This mesh resolution projects to 50 million cells for the full geometry leading to a greater than 2× increase in computational cost over the setup highlighted in Figure 3c. Therefore, a minimum grid size of 93 µm is chosen as an optimal balance between accuracy and numerical error. The selected grid has a 2 K discrepancy in temperature when compared to the grid converged solution. Further, the initial jet structure is well-captured by the 93 µm cell size.

4.2 Scalability study

Due to the large cell counts required to resolve the ATF coverage, a scalability study is performed to assess the range of potential wall times given limited computational resources. An analysis is performed for each computational approach run over different Crank Angle Duration (CAD): low-resolution RANS setup (~2.6 million cells peak count is achieved), high-resolution RANS (~8.4 million cells), and high-resolution LES setup (~20.2 million cells). The purpose of these speed-up tests is to determine the optimal code scalability to manage compute resources necessary to enable the exploration of high-fidelity simulations.
The software performance tests have been conducted at quasi-steady conditions by operating the code for a wall-time of 10 h.

### 4.2.1 RANS scalability results

Scalability tests were performed for the low- and high-resolution RANS setups using the Intel Broadwell compute nodes. The low-resolution RANS simulation setup is the smallest numerical simulation presented here, with approximately 2.6 million cells and a linear speed-up is measured up to 324 CPUs, which can be seen in Figure 5a. Figure 5b shows an optimal distribution of the computational cells on the CPUs at ~10 k cells/CPU for this allocation, which balances the memory usage and communication cost. Figure 5c shows even load balancing of cells across all compute cores.

The performance of the code for the high-resolution RANS – with 8.6 million cells at quasi-steady state – is reported in Figure 6a. Extremely good speed-up is measured up to 720 CPUs for the high-resolution RANS case as shown in Figure 6b. The distribution of the cells per CPU is again key, as shown in Figure 6c, where a limit of 10 k cells/CPU is reached for the largest tested allocation. Therefore, it can be concluded that for larger allocations and larger cell counts maintaining a uniform distribution of cells yields an efficient speed-up. This represents a helpful guideline for more computationally complex simulations that are of interest in refining and capturing the relevant physics.

### 4.2.2 LES scalability results

To optimize the computational resources available for the project, the simulations of the large high-resolution LES test case have been performed on both Broadwell and Knights Landing (KNL) compute nodes. Because of their different architecture, the two systems show different wall times, but the code reports comparable speedup performance. As highlighted for smaller CFD setups, the code behaves efficiently when the number of cells/CPU is maintained above ~10 k cells/CPU per case, as shown in Figure 7c. Table 3 reports a summary of the code runtime performance assessment for the three tested cases.

### 4.3 Pre-impingement jet dynamics

Prior to ATF impingement on the motor end-ring, the effect of modelling approach on the initial jet structure is studied. Although the bulk jet trajectory is found to be similar for each numerical approach, there are subtle differences on the liquid–gas interface that affect the subsequent wall film (Fig. 8). Here we choose the isosurface criteria of liquid volume fraction = 0.05 based on two reasons, firstly to better illustrate the detailed splash far away from the impinge location; and secondly in the CONVERGE code, the local cell thermal properties (thermal conductivity, heat capacity) of VOF simulation are averaged by mass fraction, hence the liquid void fraction of 0.05 is equivalent to a liquid mass fraction of 0.87, which still dominates the local heat transfer. The high grid resolution RANS and LES cases capture fractions of liquid entrained by the gaseous cross flow along the jet path toward the wall. These secondary streams of liquid generate a larger initial impingement footprint, which is visible in Figures 8b and 8c. Moreover, LES near wall velocity treatment, coupled with the higher grid resolution, results in a stronger dissipation of the jet tangential momentum on the wall, which will be further analysed in the manuscript.

The columnated jets for each simulation have been analyzed through cross-sections taken at various locations in the stream wise direction spanning internal to the nozzle to near the location of impact with the wall. Figure 9 shows an ATF jet through the jet center-plane location. The labelled stream-wise locations are as follows: r_1 at the feeding...
Fig. 4. Sensitivity of (a) film temperature and (b) initial jet dynamics to computational mesh size. The film temperature is less mesh dependent at cell sizes smaller than 70 μm. The initial jet structure is plotted as a velocity contour and isosurface of void fraction equal to 0.9.

Fig. 5. Results for low-resolution RANS scalability tests (a) wall time comparison (b) speedup (c) cell distribution per core.
pipe exit or 0.031 m from rotating center, $r_2$ a plane at 0.04 m from the rotating center, and $r_3$ at 0.047 mm from the shaft center, a location of the jet prior to the impingement on the rotor surface.

As can be observed in Figure 10a, the interface between liquid and gas is strongly diffused in the low-resolution RANS case, especially when compared to finer resolution cases shown in Figures 10b and 10c. As the jet advances...
in the streamwise direction and exits the nozzle, the higher numerical diffusion provided by the low-resolution RANS case results in a wider primary jet footprint than the high-resolution RANS and LES cases.

Enhanced diffusion and mixing cause a blurry interface of the jet for the low-resolution RANS case (see Fig. 11a), as well as a larger spatial dispersion of void fraction when compared to the high-resolution RANS case shown in Figure 11b, and high-resolution LES case, shown in Figure 11c. However, the overall shape of the jet is consistent for the three simulations studied, with the main difference being the development in a sharper interface as the resolution increases.

As the jet continues to transverse in the streamwise direction, the effect of greater numerical diffusion in the coarse grid computation amplifies. The pattern of higher diffusion and enhanced mixing is observed in the low-resolution RANS case, as can be seen in Figure 12a, where the interface continues to be blurry and the void fraction lower than that for the higher-resolution computational cases. The high-resolution RANS case (shown in Fig. 12b) exhibits a similar shape to the jet captured in the low-resolution RANS setup, but with a clearly defined interface, indicating a more intact jet structure. Figure 12c shows the high-resolution LES case with more prominent breakup compared to the high-resolution RANS case when approaching the wall, although the overall “C” shape of the cross-section is consistent with the two RANS setups. Furthermore, the radial jet velocity magnitude, velocity angle, and jet position averaged over the jet stream-wise cross-sectional area shows that these three approaches have comparable bulk jet dynamics (Fig. 13). For the velocity plot (Fig. 13a), the magnitude is averaged by the mean liquid supply velocity at the nozzle inlet, which is 1.6 m/s. The $D_c$ here is a reference diameter of 0.063 m and $r/D_c = 0$ is at nozzle entrance, $r/D_c = 0.25$ is at nozzle exit and the impinge location is at $r/D_c = 0.51$.

The global structure of the oil jet is sensitive to its initial atomization. It is important to model this process accurately to achieve representative downstream predictions. In lieu of available experimental measurements for the simulated condition, the computed jet structure is compared to a canonical spray in crossflow configuration where breakup regime maps have been extensively characterized in the literature. The atomization regime and images of the jet structure (isosurface of $\alpha = 0.9$) for the low-resolution RANS, high-resolution RANS and high-resolution LES cases are shown in Figure 14. The regime map is plotted as a function of Jet Reynolds number ($Re_L = \rho_L Vjet d / \mu \sim 4000$, where $\rho_L$ is liquid density, $V_{jet}$ is liquid radial velocity at nozzle exit, $d$ is the nozzle diameter and $\mu$ is the liquid viscosity) and Weber number ($We = \rho_{air} V_{air}^2 d / \sigma \sim 32$, where $\rho_{air}$ is air density).
Fig. 11. Cross-sections of the jet located at $r_2$, contoured by void fraction, for (a) low-resolution RANS, (b) high-resolution RANS, and (c) high-resolution LES.

Fig. 12. Cross-sections of the jet located at $r_3$, contoured by void fraction, for (a) low-resolution RANS, (b) high-resolution RANS, and (c) high-resolution LES.
density, $U_{air}^2$ is air velocity at nozzle exit, $d$ is the nozzle diameter and $\sigma$ is the liquid surface tension) following the recommendation of [17]. The plot subdivides the column breakup regime, where the fluid remains an intact core prior to downstream disintegration, and the surface breakup regime, where superficial breakup occurs shortly after the nozzle exit. The current jet is characterized in the column breakup regime. The atomization behaviour is noticeably borderline to surface breakup due to the bias in the jet flow exiting the nozzle (see Fig. 8). Since the liquid does not fill the entire nozzle cross sectional area, the exit velocity is significantly larger than the prescribed inlet boundary condition of 1.6 m/s (see Fig. 13a). A similar internal nozzle flow has been visualized and reported [18]. The overall jet trajectory (velocity angle and spatial location) from all three approaches predicts a similar column breakup regime. The high-resolution LES model computes more prominent breakup due to the shear driven Kelvin–Helmholtz instability along with rotational acceleration initiating Rayleigh–Taylor instability [19–22].

Fig. 13. Radial distribution of (a) Jet velocity magnitude (b) Jet velocity angle (c) Jet z-location.
4.4 Jet impingement and splash dynamics

A pivotal parameter in the assessment of the cooling potential is the surface liquid coverage. Given the high heat transfer coefficient of the impinging fluid, the cooling potential strictly correlates with the liquid film area, which needs to be maximized in the system design process. The three proposed numerical approaches predict different impingement footprints on the rotating walls. Figure 15 reports the void fraction along the centerline of the jet to the rotor wall. It clearly shows that with higher mesh resolution in the RANS setup – Figures 15a and 15b – the liquid impact generates finer splashing structures, enhancing the cumulative coverage on the surface. Compared to the low-resolution RANS setup, the high-resolution RANS and LES setups have more ATF accumulation ahead of the impingement location along the rotating direction. High-resolution LES setup shows wider dispersed oil film pattern while the high-resolution RANS model shows more segregated oil streaks, which is mostly related with the velocity field of the film on the surface that will be discussed later in Figure 17.

The trends in surface liquid coverage, defined as the total area of the surface faces covered by liquid, are reported in Figure 16. It is evident that the high-resolution RANS and LES setups predict higher coverage than that of a low-resolution RANS result, while the velocity and turbulence fields near the ring surface predicted by high-resolution RANS allow more film accumulation compared to that of the high-resolution LES setup. It is possible to notice that the high-resolution cases start from a quasi-steady state solution instead of start from fresh cold condition, to save computation time. Since the domain has been initialized with the results from the low-resolution RANS case, the CPU-cost of the jet/film development transient can be largely reduced. And due to larger resolved flow fluctuation at finer resolution, it takes longer time for the high-resolution cases to stabilize, while the numerical diffusion for the low-resolution RANS case stabilized the flow sooner.

The higher spreading of the liquid on the rotor end-ring surface predicted by the high-resolution LES case results in a larger cooling footprint. In Figure 17, the motion of the liquid jet, isolated as the portion of the domain with void fraction lower than 0.95, is represented by its relative velocity to the solid wall rotation (defined as the absolute liquid velocity in the first layer of cell near the ring surface, minus the corresponding local wall velocity). Higher grid resolution generates slower film spreading on the external walls of the rotor end ring, which will be instrumental for the prediction of the film stripping and re-atomization.
directed towards the stator end windings (not shown). Moreover, the high-resolution RANS predicts the largest dispersion of the film momentum, which contributes to the wavy film pattern as shown in Figure 15 and allows slightly higher coverage of the surface and slower centrifugal motion of the liquid on the walls compared with the high-resolution LES results.

4.5 Heat transfer analysis

The effect of numerical approach on the heat transfer between the liquid jet and surrounding air along with the liquid jet-wall interaction is studied. The temperature of the jet is analysed at the same transverse locations reported in Figure 9 at quasi-steady operation. The cross-section of the jet at the exit of the feeding pipe can be examined in Figure 18, where the low-resolution RANS case (Fig. 18a) shows less warming of the bulk jet compared with the high-resolution RANS case (shown in Fig. 18b). The LES simulation (Fig. 18c) shows the highest heat-up of the liquid jet in the feeding pipe, which is mainly due to the difference in the predicted turbulence between RANS and LES and the near wall treatment in the nozzle considering a $y^+ \sim 5$.

When interacting with the air cross-flow, the jet temperature profile retains a more distinct “C” shape for the high-resolution LES case (Fig. 19c) as compared with the low-resolution RANS case (Fig. 19a). The higher numerical diffusion coupled with the isotropic turbulence assumption of low-resolution RANS generates more thermal diffusion between phases. The high-resolution RANS case shows results in between that of the other two setups.

Finally, as the jet continues in the stream-wise direction, the predicted temperature for all three numerical approaches is similar to the ambient air temperature due

---

**Fig. 16.** Surface coverage trends for the three tested simulation setups.

**Fig. 17.** Relative velocity between the liquid jet and the surface rotation for: (a) low-resolution RANS, (b) high-resolution RANS and (c) high-resolution LES.
to sufficient time for heat transfer (Fig. 20). Upon impingement, the high-resolution LES shows the least thermal diffusion at the liquid–air interface. Overall, turbulence isotropy has a strong effect on the jet development in cross flow. The thermal evolution of the jet towards the impingement surface highlights this behavior, illustrating how the lower density regions in the vicinity of the jet, representative of a more diffused liquid phase, are significantly cooler for the RANS, especially for lower grid resolutions.

The temperature of the liquid jet near the impingement location is an indicator of the energy potential available to transfer from the wall to the ATF. The current numerical framework assumes a prescribed constant wall temperature. Nevertheless, the thermal transient of the liquid film is an indication of the maximum heat transfer achievable. By integrating the film temperature (first layer of cell’s temperature) on the ring surface, we can get the volume-averaged near-wall temperature of 402.2 K for the low-resolution RANS setup, 407.1 K for high-resolution RANS setup and 408.8 K for high-resolution LES setup, as shown in Figure 21. The LES result shows elevated non-wetted surface temperature at the current resolution of $y^+ \sim 5$.

Figure 22 shows the comparison of the jet streamwise temperature profile averaged over the jet cross-sectional area for each numerical approach. Although each case predicts similar bulk jet temperature upon impingement, the high-resolution LES setup shows faster heat-up of the jet after exiting the nozzle (which is illustrated in Fig. 18) but cooled down by the surrounding cool air before impingement. The results highlight a key difference between LES and RANS turbulence models. The LES formation is less diffusive resulting in a larger downstream liquid-gas surface area for heat transfer produced by

---

**Fig. 18.** Cross-sections of the jet located at $r_1$, contoured by temperature, for (a) low-resolution RANS, (b) high-resolution RANS, and (c) high-resolution LES.

**Fig. 19.** Cross-sections of the jet located at $r_2$, contoured by temperature, for (a) low-resolution RANS, (b) high-resolution RANS, and (c) high-resolution LES.
Fig. 20. Cross-sections of the jet located at \(r_3\), contoured by temperature, for (a) low-resolution RANS, (b) high-resolution RANS, and (c) high-resolution LES.

Fig. 21. Temperature profiles along the jet path to the impingement surface at quasi-steady state conditions for: (a) low-resolution RANS, (b) high-resolution RANS, and (c) high-resolution LES.

Fig. 22. Radial distribution of jet temperature for three studied models.
structures in the flow rather than turbulence viscosity in RANS models smearing these features.

5 Conclusion

A VOF approached applied to an underlying automatic Cartesian cut-cell based approach with AMR is adopted to model the ATF cooling of a rotor end-ring of an electric motor. Three turbulence models are studied at different mesh resolutions: low-resolution RANS, high-resolution RANS, and high-resolution LES. Low-resolution RANS can capture the basic dynamics of the jet at the lowest computational cost of the cases simulated. However, it suffers to properly model the liquid-air interface of the ATF jet leading to an under-prediction of oil coverage on the end ring surface. High-resolution RANS does better in predicting the jet structures and film formation compared to low-resolution RANS. The trade-off is higher computational expense. Finally, high-resolution LES does the best in resolving small scale structures and film development on the ring surface. The LES predictions are noticeably different than both RANS formulations when comparing jet dynamics and heat transfer in totality. The trade-off is significantly higher computational expense. Therefore, super computing resources are utilized to optimize scalability and computational efficiency.

The scalability of the numerical code is leveraged to improve turnaround time. The software shows good performance for the three different cases. The cell distribution on the CPUs is found to be optimal at 10 k cells per core. The solver exhibited greater than 70% speedup to 2000 + cores for the high-resolution LES computation, with the core count of 648 from baseline run (speedup = 1).

Each numerical approach generally predicts similar overall jet dynamics (i.e., bending angle and velocity profile along the jet). The LES simulation shows more prominent breakup due to better resolution of shear-driven Kelvin–Helmholtz and centrifugally-driven Rayleigh–Taylor instabilities. The thermal profiles show RANS solutions are overall more thermally diffusive due to higher numerical diffusion and turbulence viscosity. Eventually, all modelling approaches show similar jet temperature once they impinge on the rotor wall despite different predicted temperatures upon exiting the nozzle. The faster heat-up of the jet at the nozzle exit for high-resolution LES setup is mainly due to less numerical diffusion at the liquid–air interface along with a near wall model valid for \( y^+ \sim 5 \). Farther downstream after the jet impinges on the end ring surface, the resulting heat transfer with the wall is closely related to the liquid coverage on the ring surface. The high-resolution RANS or LES setup exhibits a larger ATF coverage area compared to low-resolution RANS.

Future work includes simulating a moving geometry with and inlaid boundary layer mesh to better capture the near wall behavior of the jet splash. Additionally, an Eulerian–Lagrangian Spray Atomization (ELSA) model is being developed to better capture the breakup of the initial jet by coupling the Eulerian–Eulerian model (VOF) within the nozzle to an Eulerian–Lagrangian model (spray) outside the nozzle [23]. The goal is to improve the computational efficiency of the high-resolution simulations.
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